Notes from the CS520: Knowledge Graph Seminar (Spring 2020)
 Knowledge 520 course Graphs:How should AI explicitly represent knowledge?
Gary Berg-Cross
Focus and Motivation: What is a knowledge graph (KG)?	
Motivation – KGs  now widely used. Used to store info extracted by algorithms.
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CS520: Knowledge Graph Seminar Session 1  What is a knowledge graph?	

Denny Vrandečić Knowledge Graphs have found wide usage in many applications in various industries, for diverse research tasks, and by increasingly also by hobbyists and student developers. In this talk we will informally introduce the ideas behind knowledge graphs, show use cases and applications, and how they have proven to be useful 
We build a KG because: It is easy for knowledge to be hidden, get lost in natural language, if you have lots of text.
Need to data information that is actionable.

Intro to Wikidata which supports Wikipedia.
Shows connectivity of the graph say for cities of the world.
8 billion nodes, connected using RDF standard.
LoC also has a large KG using RDF.
More than 4800 catalogs connected.  12 million publishers of RDF. Using schema.org
So what can we do with this?       Can as to give every node X connected by relation Y 
Graph patterns.
With a simple query  you   get the geo-coordinates of every x connected by y.

Note, what we know of the world is inconsistent, so Wikidata allows this which amounts to alternate models of reality.
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Jans Aasman CEO Allegro-graph
We will discuss a Knowledge Graph technology approach that encapsulates a novel Entity-Event Model, natively integrated with domain ontologies and metadata, and dynamic ways of setting the analytics focus on all entities in the system (patient, person, devices, transactions, events, operations, etc.) as prime objects that can be the focus of an analytic (AI, ML, DL) process.

We will demonstrate core elements of a knowledge graphs --- its knowledge represe[image: ]ntation and its core principles, example of one or two knowledge graphs that show how modern knowledge graphs are a mix of graph database technology and NLP and ML techniques. 








Example of a  Chomsky KG demonstrates how to build a KG from text on Chomsky’s publications.

 Has Gruff graph DB

Large  HC an events based KB.
[image: ]





















Turn everything into an event.  They have the same data shape pattern.
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 Mikhail Galkin  (Dresden)  Outline: In this talk we will discuss various perspectives and points of view on understanding knowledge graphs as seen from the recent ML and AI conferences [1-4]. Finally, we will identify common attributes that pertain to knowledge graphs.

The slides for the presentation are available here.
1. Knowledge Graphs at AAAI 2020
2. Machine Learning on Graphs at NeurIPS 2019
3. Knowledge Graphs at EMNLP 2019
4. Knowledge Graphs at ACL 2019

What do we need to reach  a shared understanding of KG definition” Some  are mathematical all are correct.




[image: ]World models some with shared vocabularies.
How do we encode these?  Symbolic (tiples)  or vector (embedding in high dim space).


[image: ]Might be open or closed world.







[image: ]There are different points of view like logic using logic programming.  Consistent set of facts.
Or the logic of DL 
Ontology is at the T box level while KG is at the A-Box level.

Dbs get integrated into a KB, gives them power.

More AI (CHH + RPNPOV: Scene graphs build related objects identified in an image or series of images.
Kgs can be built from text.

Named entity recognition (apple as a suface form label has many meanings)

Another task in KB building is relation linking.

All of these are used in NL question answering 

Language models are used to predict a word in a sentence – often trained on large textbookgood benchmark results



Qs 
are ontologies and Kgs the same?  How related?
Yes technically but not practically. You can get by w/o a real ontology like Chomsky, but for a banking application you need a strict ontology for restrictions on what you include in the KG. It forces you to be consistent.
A little top-level ontology helps finds errors in a KG.

Ontology defines the set[image: ] of labels used in a KG.

















Do we us the ACID properties for Kgs?  Not unless we are using the KG for transactions.

Limitations – rdf has limited expressiveness compared to natural language.

Time series are not well expressed in KGs.


CS 520: Knowledge Graph Seminar Session 2 How to create a knowledge graph?	
Juan Sequeda (Data.world) Data Integration has been an active area of computer science research for over two decades. A modern manifestations is as Knowledge Graphs which integrates not just data but also knowledge at scale. Tasks such as schema and ontology matching are fundamental in the data integration process. Research focus has been on studying this phenomena from a technical point of view (algorithms and systems) with the ultimate goal of automating this task.

In the process of applying scientific results to real world enterprise data integration scenarios to design and build Knowledge Graphs from enterprise databases, we have experienced numerous obstacles. In this talk, I will share insights about these obstacles. I will argue that we need to think outside of a technical box and further study the phenomena of data integration with a human-centric lens: from a socio-technical point of view. 
 Enterprise scenario are RDBs from enterprises to support business questions.
Integration issue.
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Map data to the ontology schema.  Known problems such as data quality. 
Too many tables with impossible labels.  Hard to join the tables since data was modeled for application and not for integration.
Large scale mapping is hard in practice, since there are many names and what do they mean?
Kbs may enable us to bridge a data meaning gap. There is a socio-tech solution with people, methods and tools. It more than linked data it is a linking of knowledge and data. Need a Knowledge Scientist role. (formerly KE)
Tools include GRA.FO. 
Take away Technology Fallacy Kane et al.



Chris Ré   Theory and systems for weak supervision  If you want to build a high-quality machine learning product, build a large, high-quality training set. At first glance, this seems as useful as the statement “if you want to be rich, get a lot of money.” However, a key idea driving our work is that new theoretical and systems concepts including weak supervision, automatic data augmentation policies, and more, can enable engineers to build training sets more quickly and cost effectively.

Along with state-of-the-art results on benchmarks, these concepts have allowed our group and collaborators to build a range of state-of-the-art applications including patient-care monitoring on electronic health records, automatic triage systems for radiologists, and enabling cardiologists to spot rare abnormalities in video MRI—along with widely used products from Apple and Google. This talk describes the theoretical and systems challenges that such applications create.

Much of this work is open source and available at http://snorkel.org or my website. 
ML Applications are Models plus (training) data plus hardware
Not enough data. Usually it comes from a messy, noisy process.
Can we build a mathematical approach to clean this up?
Supervised ML is where the action is. Example of reading  lung X-ray images.
Needed to create a large image DB.  Takeaway prglem with image Dbs and training bases are critical (dense-net etc.)
Q on Open sources tools for inference – pellet is one.

[image: ]
Forefront need data augmentation of accuracy. Quality of labels more important than exact models 
Created datasets is slow, expensive and static which is a problematic.
So they have looked at faster dynamic Ml approaches that are also cheap.
But the labels will be lower quality due to simple labeling functions.
Image classifier. They blend KG data and ML processes like looking for triples in graphs.
Snorkel uses labeling functions for extraction from text reports and they try to use deep learning model the noisy data.
DL discovers things that your function ignored. It matches results obtained over years.
Example of a use – Google’s Snorkel Drybell,
Shows how SW is changing. Data problem becomes coding. You have supervision stack to build code.  
Another use: Overton
[image: ]
[image: ] Jason Fries’  recent work noted.
Sharon Li’s blob post on text augmentation 

[image: ]                  
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See Snorkel.org
Xiao Ling K based construction at Apple Siri  one of the goals Siri aims at is to be a know-it-all question answering system, capable of answering questions from hundreds of millions of users about nearly anything. The question answering system is backed by a knowledge graph that was automatically constructed from a vast number of data sources including natural language text, HTML tables, and many others.

In this talk, we will give a brief overview of automatic knowledge base construction (AKBC) at Siri and discuss two concrete problems, Wikipedia infobox extraction and entity resolution. Wikipedia infobox extraction has been somewhat considered solved in the literature. We will show why this is still a challenging problem in the AKBC context and present our work published in NAACL 2019. We will also discuss in-progress work in tackling entity resolution by embedding entities to vector spaces for matching and promising results in our preliminary experiments. 
Want to answer open queries with Siri. But how is the knowledge graph to do this built?
4 sources turning into canonical triples – text, semi-structured (DBPedia infobox info), structured data and curated. These 4 triples are then fused and inference is run to add new concluded knowledge.
Problems – DBPedia has know problems like wrong anchor links.
Built Robust InfoBox Extractor (RIBE). 
RIBE components – 1 Relation extraction (M R N) is an important strategy. Ex. Membership relation for Beatles.
2. Is entity linking (uses classifier).
Entity Resolution, a key problem. Need resolution of entities in many data sets around. By hand can take 6 months.
So  work on identifying equivalence of 2 entities, maybe in 2 sources combined in the KG. Names are often not reliable.
Approach embed all entities in real-value vectors and then match entities in that space.  Use a NN to function approximate the hand coded heuristics used to  identify entities.
Entity Linking is the other key activity.
Questions
Q on open Qs...There are many. Ontology alignment is one.  Needed for messy data. Is there an automated way to do this.  
Still and open issue on the best way to do data augmentation.
Open Q on how to automate parts of the current methodologies to build Kgs.

Knowledge Graph Seminar Session 3 
	What are some advanced knowledge graphs?	
Mike Tung  Diffbot KB trying to be a comprehensive map of human knowledge-based. Computer scientists have long dreamed of building a "semantic web" - a machine-readable network of knowledge that can be used by intelligent systems to perform useful services. However, current approaches to building knowledge graphs that involve a human element are either narrow and vertical applications, or broad but shallow, limiting the knowledge to the popular entities. We argue that the only way to build applications powered by real-world knowledge is with fully-automated approaches that are able to acquire knowledge on demand.

Mike Tung will give an overview of the architecture behind the Diffbot Knowledge Graph, an AI-generated, production knowledge graph built from crawling the entire web. He will describe the component technologies including web-scale crawling, rendering and classification, automated visual extraction, natural language extraction of facts from text and computer vision extraction of facts from images, record-linking, knowledge fusion, and search.

Uses ML
[image: ]

How it is built: First crawl the web, but comprehensively. They do a render of the page as if it is like a video game accessing each pixel, font types, colors, locations.  It is like what a human experiences.
This data is serializes as input to their ML. Then it is classified (is it a product page or article?)
Used by their customers to mo monitor what is happening on the web.
Good precision.  
Then do visual extraction using visual features. Pick out names of product, related products, headline. You can earch in English but find articles on that topic in another language.

[image: ]

NLP uses Open (world) relation extraction uncovers new relations not explicitly expressed in texty on the web.
Image extraction  works similarly and ML is then used to integrate image and text extracrted knowledge.
One example used concerned knowledge about the CDC. 
Created tools to clean up data from tables. For example, typos and different addresses. They enhance the data directly by linking it to their KG.  Items get resolved and incomplete data gets filled in.  Info from one language source can be placed in another.
There is a paper on how to populate Kgs using NLP. Free access for research groups.
[image: ]
Other examples – multi-modal knowledge fusion of text and images released for researchers. Comes out with a probability that a fact is true.
Has to hand spam using knowledge trustworthiness (from a blog vs Wikipedia) 
Cogan Shimizu modular ontology engineering. Knowledge graphs are poised to be significant disruptors in both private and public industry. However, as with any complex entity, developing a knowledge graph requires significant expertise and time, as well as maintenance. In order to reduce the upfront and sustained costs, it is necessary to design the schema of a knowledge graph (also known as an ontology), in a way that supports interoperability, reuse, and maintainability. This presentation will put forward the notion of pattern-based modular ontology engineering and its supporting methodology and infrastructure.
 One area is praxis of Kgs.
[image: ]
How can we develop a highly useful KG?  What infrastructure is useful for this?
Modular ontology engineering is one thing.  Kgs often are hard to reuse.  They may lack a clear schema. Schemas are important to understand the structure in the KG.
But what constitutes a good schema? Illustrated using a University example from a Wikipedia data and what seems to be the underlying schema.
A good schema will allow adding contextual info such as the time that enrollment is true.  So we need to add blank nodes for this type of context.  Makes the knowledge clearer.
We also want schemas that are low cost for maintenance and adaptability  Doesn’t require as much expertise or time.
Should be Human readable.
Design decisions should be clear.
[image: ]
Methods to achieve these include use of logic to express the schema with precision.  For example OWL DL. Promotes the FAIR data practices.

For  maintenance and adaptability we use modularity. It allows Kgs to evolve. Modules act as a bridge between human conceptualization and data. They allow a plug and play.
Methods of modular ontology engineering.
[image: ]
 They use schema diagrams to informally depict relations of classes. There are ambiguities in these which have to be overcome subsequently.  What does a particular edge represent?
They use a set of 17 or so axioms (such as temporal extent) to detail the diagrams.
For example we may add a temporal role to the diagram.
List of steps such as scoping since you can’t model everything.
They have come up with some tooling that plugs into Protege : CoModiDE.
See  CoModiDE.com
[image: ]
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Marie-Laure Mugnier Reasoning on data with Existential Tools
Existential rules are a knowledge representation language dedicated to reasoning on data. This syntactically simple yet powerful language overcomes limitations of both Datalog, the language of deductive databases, and prominent ontological languages like desription logics. After introducing existential rules and their salient properties, we will present the main paradigms to query knowledge graphs in this framework, whether these graphs are materialized or virtually defined from multiple data sources. 
Use logic to represent Kgs Defined the idea of an existential rule to identify an unknown node in a set of facts.
Used a conflict of interest situation to discuss what types of knowledge is needed to answers conflict questions.
Conflict of interest rule defined with complex relations of objects – beyond unary and binary relations.  We reify such n-ary relations. Allows flexible descriptions with first class objects.
[image: ]

Research lines from investigating graph-based rules. Find all the answers to  query in a KG.



[image: ]To make queries tactible they have identified some pattern of rules that are decidable.
So we have families of queries.
Forward chaining called Chase to rewrite (materialize ) the rule.
Backward chaining or rewriting to a first order query is not also applicable.




[image: ]There is a corresponding view of complexity – such as polynomial.

Ontology Based Data Access framewrok. Mappings allow us to select data for our application.
The framework is being extended using existential rules which allow powerful mappings that in turn find new knowledge such as missing values.

[image: ]Summary

[image: ]Applications of Existential rules:



[image: ]Questions and Answers

Q for Mike on DIFFBOT   Do they use a modular approach and ontologies?
An open answer in ML field.  They can find the ontologies and may use an upper level depending on the application.  The lower level needs experts.
Q Do you have a fact that people have one mother? 
A  This is extracted from the data.

Q on developing pattern libraries
A Being done as part of OKN funded research – emphasis on geo-information.

Q on  CoVID work using Kgs.  
A Mike - some work crawling to see what effect social distancing makes. Or can Kgs reveal interactions between drugs.
Some work on logistics also being done by Krzysztof Janowicz,

Q Does DIFFBOT use schema.org?
It has access and can use it as a feature.  But it is often just used as markup to enhance presence on the Web.



 Knowledge Graph Seminar Session 4
	What are some knowledge graph inference algorithms?	
An Hai Doan Fundamental Operation for Building Kgs (Magellan Project and  Cloudmatcherat UW)
Recent years have witnessed the emergent success of graph neural networks (GNNs) for modeling structured data. However, most GNNs are designed for homogeneous networks, in which all nodes or links have the same feature space and representation distribution, making them infeasible for representing real-world evolving heterogeneous graphs, such as knowledge graphs. In this talk, I will introduce GNN architectures that can model billion-scale heterogeneous graphs with dynamics. The focus will be on how we design the graph attention and temporal encoding mechanisms to capture the heterogeneous and dynamic natures of real-world graphs. With this, I will further discuss the strategies of pre-training such GNNs for general graph mining tasks. Finally, to handle Web-scale data, I will introduce the heterogeneous mini-batch graph sampling algorithm for efficient and scalable training. Extensive experiments show the promise of GNN pre-training for billion-scale (knowledge) graphs in practice. 
Example of a customer DB. Entity matching (EM) is a key. Algorithms have gotten very complex.
(Magellan Projec took an end-to-end approach, PyMatcher a PostgreSQL world.
Cloudmatcher allow non-expert users to do matching by answering questions (labeling for active learning)
Two main steps to reduce the complexity are 
1. blocking (with a variety of similarity measures & rules on feature vectors from tokenized atrtributes) to only look at likely cases  and 
2. matching  say using random forest approach that encodes matching rules again on feature vectors.

[image: ]
Yuxiao Dong Learning with Academic (Domain) Knowledge Graphs
Compared to say Google Scholar they are more interested in the semantics than terms. And they are much larger.
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Now we have heterogeneous Kgs  (BING Academic KG  etc) of entities and relations. So we need a way to identify  disambiguate entities (say journal Nature or Yang Yang).
What are the topics of an article is very difficult.
They are trying to reason about Diabetes and Covid-19 with MAG.
[image: ]




Research - Do we need a tool for each task? Trying to pre-train the language models in NLP.
[image: ]
Training is in 2 parts – at the model level and the task level.
At the model level they introduce more complex relations – heterogeneous graph transformer approach
For the dynamic part they use relative temporal encoding. So different timestamps cam affect each other (like relative geo-positions),
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Summary 
As part of[image: ] their Info-NCE training they introduce fake or adversarial papers (events)  so that it learns to discriminate these.
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Georg Gottlob VADALOG a language and system like a full Datalog with restrictred use of existential quantifiers and strategfied negation – it extends Datalog in a decidable way
the VADALOG  Flower showing interfaces.
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Note a graph DB does not suffice.  There may be no reasoning there. DL does not allow us to express somethings we need that are in Dbs such as “married from x to y” knowledge in these rules
Hard to express some things like aggregate functions and recursion -  X controls y if
· x directly hold over 50% of y or’
· x controls a set of companies that jointly  hold over 50% of y
Clumsy to express in SQL
Other examples involve commonsense – creditworthiness  if you live in multiple places.
Knowledge layers
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Research on good algorithms to do useful thing with ML.
New project to extract data automatically DIADEM
[image: ]
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Questions:
For Georg have you tried using NL to express the rules?  Yes, thought of this. Can express rules in SQL.
For MAG have you ever tried to couple this with rules to supplement the ML.
A. Yes, there are rules employed say in name disambiguation for ORCID IDs. Or a URL from an academic institution gives high value.

Knowledge Graph Seminar Session 5 How to evolve a knowledge graph?	
Héctor Pérez-Urbina  (google graph work)   KG Evolution and Maintenance
We are usually modeling a dynamic world so things changes and you need to adapt.
Here are some things we found: 
· Vocaloids –fictional characters that have albums forced them to change their assumption on what could be an artist.
· The book domain is involved. From books you may want to talk about other types of “publications”. but need to have a general concept.  But the applications on top of the KB may already use a property for a book. So generalizations can cause problems.
· CEOs are modeled with a type with start and end date.
· Music  albums are covered in multiple sources.  The schemas differ so integration is hard.
· Inference can be hard when based on wrong assumptions.  Not only movies are played in a cinema.  Operas got classified as movies since shown there
But modifying a KG can be easier than modifying a DB.  Adding a column is harder than adding a triple.  Factors you need to take into account:
· What is changing? Might be the scope. Adding some model,
· Is there data already? It might be noisy, incomplete and need to be integrated. Is it a one time migration or continually synchronized.  How do you deal with retractions? 
· Who is using the data? To some users people and animal are disjoint. Not to biologists. Assumptions of a model can change. Groups may be switching to a new version.
· How complex or brittle is the ecosystem? You may have many SPARQL endpoints, many models integrated and many sources. How quickly are changes to the schema made? What is done for truth maintenance?  Are constraints mutable?  Not allowed if it breaks the schema.
Brittleness – if billions of triples need to  change to make something correct you have to take it into account.
So know your KG. Fail early with testing and schema validation.
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Get support for experiments and do comprehensive evals.
You need a governance and policy to manage the KG construction and maintenance.
Automation is your friend here: pipelines, automated orchestrate schema release, help with rollbacks and emergency fixes.
Example of a perfect storm situation with corona virus where things were changing rapidly.  The schema evolved quickly as different sources of data  popped up. Parking lots now became medical testing areas.
They could keep up with a KG and doubt they could with Dbs.
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José Manuel Gómez-Pérez KG(s) for NLP 
[image: ]


Constrast of 2 approachhes – KB and Neural
Demo of Cogito to understand text on the 2016 US election.
Extracts details on people you can drill down on and visually shows places

Demo of Vecsigrafo learns words and concept embeddings in a shared vector space.
Can be used to detect bot messages rather than human.
Some progress on cross lingual mapping between languages but KG(s) differ in size between 2 languages.
Also there are different strategic decisions made in the 2 different languages.
Still challenging to co-evolution tasks.
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Co-evolution example = concepts like financing work
[image: ]
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[image: ]Transigrafo Decoupling linguistic a(how sentience are built and KR (concept model) allows advance 
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                  Summing up [image: ] sources
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 Mike Uschold (briefed us) Obliterate Silos with KG
Silos are a big problem in any enterprise. They arise from limitations in relational database technology including the lack of explicit semantics. We describe how to avoid silos using ontologies and knowledge graphs. We show how it works in practice and illustrate with case studies. We warn against the use of these newer technologies to gain a local advantage in an organization but ultimately recreating silos across the wider enterprise. The use of an enterprise ontology as a schema to populate an RDF-based knowledge graph opens the door to removing silos and never creating them again. The technology is mature and ready for prime time.

The slides for the presentation are available here. 

Knowledge Graphs Seminar Session 6: How do users interact with knowledge graphs?	
Amit Prakash (early BING work) Search and AI Driven Analysis (not really knowledge graph oriented
System called ThoughtSpot to help people get to the facts. Most systems are static, data driven
and broken.
Not good for answering a sequence of questions. And people aren’t knowledge experts and don’t know how to ask and design a questions to system.
Most systems can’t handle Big Data.
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How it is different: 
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A quick Demo


Search IQ is a product in development that might use a KG.
You can teach the system as it goes along so it gets smarter.
[image: ]








Search IQ involves NL (using a NN, parse tree and pattern matching) and real world knowledge.  How to bootstrap it with knowledge and how can it fail gracefully letting the user know it has trouble answering.
[image: ]This provides an opportunity to teach the system with a user feedback “, vs “what’s the longest movie name?” 
Another example is Qs with best and worse.  How to sort these for users?  Worst should be last?
There work includes:
· mining entities from text
· context  and
· how to support transfer learning with ML technology.


[image: ]Take aways:
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Chaomei Chen Making sense of a field of research?
What has been done in KG research? Graphical view when you search the field
Lens.org  and CiteSpace   -We can see labels on the clouds of areas that involve KG(s). A core area is knowledge representation.  
We see some of the neighborhoods -like CRN and text analysis.

[image: ]

    
You can also look at how the core has changed over time.  KG and corona virus used as example to see clusters of concepts and articles on these topics such as vaccine development.
There are 2 or 3 levels of detail that you can go to and get there interactively.

[image: ]  
References
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 Leilani Gilpin  topic  Explaining Explanations (XAI) 
Did an large scale literature review.  
Imprecise explanations where and error occurs.
Why we need explanations?  When systems break why and where did this happen.
Once we have autonomy on a complex system we can have problems like update OS doesn’t allow us to access files.
And the systems lack commonsense.  Need for better decisions.
Explanations in AI has been around, but now a big field with deep nets.






[image: ]Can’t talk about features.
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Explanations have to be deeper and give new insights
Philosopher's view:
[image: ]

Deep NNs are everywhere now including self driving cars, Go and classification in medical tasks.
So we are used to them but they aren’t very understandable.
One problem is that there isn’t good theory on what goes on or should in the middle layers of a DNN.  So when they fail we don’t understand why.
A definition of explanation:
[image: ]


it is not the same as interpretability which is about a model like a decision tree.
It also needs to be complete.
[image: ]
We don’t have good explanation (what is being explained) and this matters say in a fraud detection or errors in cancer classifier – turns out it was largely based on image accuracy. 
Visual cues are explaining a different thing than role of individual units (representation).
A Taxo[image: ]nomy from 87 papers on explanations


Example of methods and what they do well and badly.
DeepRed as an example, a slaiency map looks like a decision tree.
[image: ]
VQA and explanation by default.
[image: ]

So These approaches are good, but we need to understand it better.  Say how we come up with justifications.
[image: ]
For visual cues you ask how complete it is.
For Individual units it is completion on other tasks
For attention based you need to work with users.



Recommendations – need to understand what is being explained.
[image: ]How explanations can help
Challenges with metrics and standards – what makes a good explanation.
We don’t have a fixed data set to test on and gauge metrics. Metrics are usually fuzzy and based on information feedback from evaluations.
Need benchmarks for mission critical apps. How to design scenarios 


[image: ]Current work on explanatory anomaly detection.
Thinking about dynamic explanations and architectures to support adaptive learning.


[image: ]Local sanity test to constantly explain what it is doing and learn from mistakes.
We need to make a NN explain itself.


[image: ]   
Questions
Are human explanations complete or even accurate?
Can’t peer into brain to check. But even if we don;’t know how we arrived at an explanation we can supplement these with commonsense.  I feel hot and similar to how I felt when sick.

Can we construct a complete model of a research domain?
A. Globally this is hard and maybe philosophical. We get local views.
Q. A system that reaches a human interpretable explanation...are we losing somethings?
A.  There is a tradeoff but it is open we don’t know and don’t have a base to test. 
Q Do we look at counterfactual explanations?  I didn’t make a left turn. What would have happened?
A.  Yes we are looking at that. Example,“You were denied because you didn’t make a payment in 2012.”
Q. Do Q and A systems handle counterfactuals?
A.  Not yet.
Q what is an explanation is a lie? Say it reads a false billboard.
A. We based some on physics.  But we need user feedback.

Q. What level of explanation is useful?
A. we have very verbose ones, but it is user sensitive. Some need terse answers.

Q. Is Ontological precision/validity used?
A,  Mostly not. We have a traditional KB, haven’t looked at faults.  We do some as part of reasoning, some generalization from embeddings of words.
Q. Different approaches to handle open vs. open situations

CS520: Knowledge Graphs Seminar Session 7
Implementing Knowledge Graphs  in Products
	What are some prelevant graph engines in industry?	
Philip Rathle (Neo4J) Property Graphs (Neo4J browser )and Graph Algorithms
NASA and Ebay Conversational systems, or German Center for Diabetes Research (covidgraph.org), ICIJ on Panama papers of 2.6 TB of 11.5 million documents curated into a KG.
[image: ]People consider many types of graphs to be a KG







Evidence for property graph popularity – motivated by data storage & management interests, also querying and interest of developers and applications. This is a different vision than RDF,
PG nodes and relationships have internal structure unlike with RDF.
[image: ]
Nodes and Relations are synonymous with vertex and  edge. 
In PG RDB rows become nodes and join tables become a relationship. 
An open language based on patterns is Cypher.
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Big space  for this work between AI and KG – graph data scienc. We learn about a node in a network by the nodes around it.
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We see   evolution in areas like graph feature engineering.
[image: ]




The graph library with lots of algorithm and functions. There is an ecosystem see  neo4j.com
[image: ]

A  variety of customer use cases discussed with benchmark results for queries.
Brad  Bebee Putting data into context with  Amazon Neptune
                          It’s just a graph so just make it so.
Background included 2014 Blazegraph which was picked by Wikipedia like other customers like linking things and for applications. You can make new relations easily.
Graphs make sense many places.
The Q becomes what type of system should I use to manage the data. SQL had problems expressing some things and for joins.  RDBs aren’t optimized for graphs. You often have to make big changes to add relations.
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But users are not typically thinking of different graph models like RDF or property graphs.
They want us to make this easier and not have to worry about the model (may affect tools?)
So they provide both with their architecture- they use a quad format (S-P-O, graph) to store data, They use several indices such as  S-P-O, graph or S-P-graph-O  to make retrieval fast.
What customers want:
[image: ]
Question – what is the different PG or RDA and how to chose?
A. Not for customers but scale issues with billions of nodes. If building a graph standardization efforts will move on and build support for one language.

Matei Zaharia (open source databricks -platform on top of clouds) Large scale analytics with Apache Spark.
[image: ]

Cool applications with analytic automated generated data.
Use cases: FINRA regulatory organization to detect illegal automated trades.
Large volume, saved data and look for patterns.
Drug discovery is another example:
[image: ]







Use case summary:
[image: ]

Tools & APIs – used GraphX now using GraphFrames package now. It implements graph computations on top of a SQL engine.
Table Fields provide into about a vertex of edge/relation (like a PG) Allows you to do SQL query.
Motif finding also allows Nei4J pattern matching using search for structures based on something similar to the Cypher language.  Use together with filtering in airport flight example,
Questions – what is the role of ML in these use cases?
A. Often part of the workflow as needed by the client.  Often this is part of the pattern match.  A graph output can be sent to a ML application.
Neptune may use the entire KG to train a ML application.
Q of suitability of Dbs vs Kgs.  Some differences on scaling maintenance and use of schema free approaches.  Varies by application too differences in handling time-series where RDBs are good.
Q.  Do you worry at the ontological level?
A Neptune sees a need for ontologies. They support triples from ontology for truth maintenance. It is a bit like hot sauce.  A little is good but you can have too much that unbalances things.
Q Q what rules operate?
Neo4J stores an  RDF version sedately. Often the rules are hard to maintain.

Q. what types of visualization is used to represent a KG.
A. It is used to understand the KG. With no schema this (neo4j Browser) is helpful.
Visualizing certain workflows is helpful. Customers want to see the KG in the context of their analytic tool.
Q. What are the next set of features they are working on?
Neo4J just released a suite has reactive programming and security and works with Bloom.
Neptune wants to bring in AI and making it easier to use.
Apache SPARK wants low cost data versioning and better checking of data quality. Putting lots of effort into performance.

	What is the role of knowledge graphs in machine learning?	
Jure Leskovec Reasoning in KG using Embeddings
knowledge graphs are heterogeneous graphs where facts are represented as triples (h,.r.t) but are often imcomplete.
Can we use ML to complete them,say with linked predictions (but that takes time since matching dpesn’t scale) or multi-hop, logical queries?
But this is hard because a KG is large, noisey and incomplete, often with uncertainties and people want fast query times.
Solution to map the KG to an embedding space. Fore queries we translate to a spacial concept and do spatial search, spatial operators like overlap for a space close the query space. 
They represent the query as a box and look for intersections using a projection operation.
[image: ]




Challenge handling arbitrary and/or queries- so it scales.

[image: ]




Training approach positive with answers in the KB and negative with random items.
Does the method generalize to hand new queries on missing info?
Train with at least one missing edge (incomplete knowledge) relation. 
Test on Freebase
[image: ]




Future work is aimed at handling negation and uncertainty.
Also interested in developing a open graph benchmark DB to test ML with ML.
Interest is 3 sizes in science domain.
[image: ]









Luna Dong (Amazon Product  graph team) Is there a natural synergy of ML and KG?
What is the Role of KG in ML
KG is a gold mine for ML but also a testbed 
The more knowledgeable the more intelligent seems obvious and visa versa.
So knowledgeable  returns better search results, can be an assistant, makes better suggestions,
So need to absorb K from sources (extraction), align them, clean up and mine them 
[image: ]
10 challenges 
1. Vast Unknown Space Size means you may  not know all the types and relations beforehand, they change and how to organize them.
They use mining to help organize the taxonomy
2. Data is not well structured ,some is in titles.
Important info also in images. Do NER or data extraction.
3.  Different ways that entities are identified heterogeneity. Need to align the data by exploring the neighborhood. Might do knowledge embedding and mapping,
4. So much data with different layouts– not just text,some semi-structured from Dbs.
How to extraction?  Often hidden patterns such as headings, where relation is,attributes  and dates,
[image: ]
5. What data is trustworthy? For cleanup look at reduncency, in same embedding space?
May try link prediction. Or try consistency of data fusion.
[image: ]6. What if it doesn’t scale, because each category uses a different model with different vocabularies.
7. training data for so many cases. A variety of learning approaches on labels
8. How to use a KG – find the fact in a KG? Entities may not be searched by name.
Can you find related items or do query refinement or involve user feedback.

9, Gaining insight from the graph facts.  Do random walks 
10. can you explain it?  Interpretability.  Still working on this
[image: ]



Robert Hoffman (IHMC) challenges for XAI
Emphasis on Psychological challenges of XAI.

[image: ]State of the art??? Really challenges because we borrow terms from ordinary language or science to apply elsewhere  - these may be orthogonal. It misleads many. - cross disciplinary confusion. (neural nets are not like neurons or brains
Interpretations get used as explanations.
There is little deep investigations into explanations.
It requires more than a good interface.
The traps of Goofball science.
Explanation is a process not just a matter of diagrams or a statement.
The user needs to explore the solution and explanatory space.  Why does it get things right or wrong?
AI systems make errors that humans would never make..due to CSK.  They often don ‘t
 have human concepts. And users often have different views than a designer.
Example of foot recognition and old wine in new bottles. KG is an example along with concept maps and intelligent tutoring systems.  Need dialog more than just text.
Where is the knowledge in a bubble diagram?
Users have views:

[image: ]Triggers.
How does it work, what can it achieve?


[image: ]
Are there solutions?  Better support for self explanation using what ML provides as a mere clue or e idea of stories and plausibility for complex system. What an ML knows may be a metaphor-like thing.
List of solutions that really are just help -graphics etc.
[image: ]






Do we just need more data?  Spoofing needed too.

[image: ]He likes shifting the paradigm as a solution
Work context defines the task. (Cognitive work analysis) 

[image: ]An we need to involve the end user earlier in the process:
Need a more integrated approach and not a process control but one of interdependent computing.
Need more integration with experimental psychology.
The right vs wrong way to get Psych involved:
[image: ][image: ]

DARPA XAI approach[image: ].



Questions
We are trying to build a conceptual map, but can’t do it an edge at the time…
A.  What we are talking about is more like John Sowa’s concept diagrams/maps.

[image: ]











Q for Luna – trying to extract from things loosely designed.  Can you ask for more cooperation and get more structure?
A, Yes, but we would get more abuse to make products stand out.  They may provide small misinformation. We do want to get sellers and buyers engaged to describe better products.

Q How do you decide what is a new product?
A. We have entity linkage system and use matching even images.  We ask sellers to look first at product types.(self driving curation too._

Q. What is the role of explanation in Amazon system?
A. It can improve recommendations, relevant but perhaps different.

Q What do you think about realist ontologies like BFO? Do the high-level distinctions play a role
A. In Amazon they thought it an easy part as a backbone, but much more semantics to it.

Q 	Jure- What do you do when an answer doesn’t make sense to the user?
A. The model isn’t perfect. It is statistical.
Q for Robert, as a Psychologist, what problem can we help solve...we have been doing this for a while.
A.  It depends on what the project defines as a problem.  How do you measure making explanations better? It might be help with user terminology which is often mentalistic.

Q.  Will your KG ever be done?
A.  Some think it a 100 year project...it is hard, but is why they are working on a self driving approach to add new types by itself...includes a human in the loop.
The DARPA rapic knowledge project ran into problems with self guided approaches. Cyc may also be considered a 100 year project that ran into hard problems.

S520: Knowledge Graphs Seminar Session 9
	What are some high value use cases of knowledge graphs?	
Jay Yu Intuit KG Uses case
Intuit has an AI driven platform to provide good financial advice and explanation.
Intuit explains why it is engaging intelligent assistant how it came up with a return using
 KG for reasoning






AI and KG have their own role and KG is the foundation of their data.
How they use a KG...the US tax code if difficult so there is lots to encode supporting thousands of calculations. An example is for eligibility.  
Limits of procedural approach -be explicit so can provide explanations.

Be declarative and you can compose things into a larger graph.

Develop patterns for the numerous calculations. These are generic patterns for calculations that can be stitched together. An analysis of the graphs allows you to explain the calculation.
You can reason over the graph and identify if information is missing.















Several examples of how they build their KG and why it is better than a procedural approach.
As discussed by others they use various approaches to merge data and support entity resolution which might need a new relation.
The allow users to provide feedback.





[image: ]







The have both a completion graph and a tax knowledge engine to compute refunds.
It is repeatable and allows improvements and drives dynamic improvements by users and not coders.





[image: ]
How to think about Knowledge Graphs.
[image: ]








 Apoorv Saxena(JP Morgan) Application of Knowledge Graphs
A few use cases and challenges. Finance and Banking. KG used for fraud and risk. The KG allows them to see how fraud clusters grow over time.
We see how a KG is used to answer questions in this Table. Includes recommendation systems.
[image: ]







Problems are similar to previously described – integrating various sources of data and the problem of unique names, NER and extracting information. Dynamic data caused challenges of temporal nature, authoritative sources and keeping up to date.
There are regulations on access and who can see what.
Many business users are not sophisticated so they have trouble with queries with Cipher.  They use NL queries that get converted using BERT.
[image: ]




David Newman Wells Fargo  High Value Use Cases (also FIBO)
Talking more conceptually than operationally.
KG as a parading shift. How to improve our metadata and reduce data wrangling.
How to handle data silos? The data paradigm is old and we need to move on from the high costs and risks. KG provides a strategic solutions with a common  semantic data
 model understandable by humans and machines.
There is KG trajectory from data to semantic web now to KG 3.0 with machine understanding using ML.
Groups like EDM provide a start on data for open, reusable enterprise KGs – also usable as a [image: ]reference model since they are based on an enterprise ontology.
The idea of a semantic data catalog to help semantic search and queries for understandings.
There is a methodology that goes along with this using ML for link prediction, resolution, embedding ….






Info in a semantic catalog. Show linked concepts in context system of record for definitions using a KG as the base enriched with metadata. Example credit care info showing where we can find the data assets and has security info on identifiers.






	





Example of a semantic search system:






Questions:
How are you three groups sharing data?
A. it is the common data model such as the EDM council is discussing with others.
There are standards for sharing some of this.  Some governments provide the standard such as what “money” means.  KG will be the next step.  We need education for users to understand a KG more.
Embeddings can also be used to guide this sharing.

Q On the idea of a computation graph.  The level is at the same as the computation itself. The explanation of a computation can be so complex as to not be understandable.
A.  Right.  We use simple examples. The IRS publishes regulations for things in XML schema,  but eventually the IRS will have to define this by say a graph.

Q The future?
A. FIBO will be crowdsourced supported by a community process.
A Jay, the future of KB is good together with ML.  We need to make these open and understandable.
Apoorv  Kbs will provide a base for ML.

CS 520: Knowledge Graphs Seminar Session 10 
What are some open research questions on knowledge graphs (discussed during chat at June 10th session
Richard Socher Multi-Hop Knowledge Graph Reasoning with Deep Reinforcement Learning (1 part of the future)
Slides
Real world KG are important. But in the long term, how much can they capture? They are

 incomplete (who is a leader? Changes over time.) What about hypothetical? 
Can be useful for Covid-19 and products, orders.
We need to be more complete in filling in connections and reinforcement learning can help.
We need interpretably and complete, accurate models.
Simple and efficient Approach – embed entities as vectors into a NN architecture.  You train on these.



We can Boostrap from text but Yes or no doesn’t say what basis so need to hop around in KG.















Interpretable with inference w/o lots of feature analysis











 









Key takeaways






 
Mark Musen (Stanford)  What Do Knowledge Graphs Really Know?
Slides
Since the earliest days of AI, there has been a struggle to define what we really mean by knowledge and how to determine when a computational agent displays intelligence. Allen Newell had considerable influence in asking the AI community to think about knowledge in behavioral terms. He argued that knowledge representations do not manifest intelligence until some process comes along and operates on them. In that perspective, knowledge graphs are not intrinsically knowledgeable at all. We need agents to do something with our graphs to cause intelligent actions. With all the excitement about knowledge graphs, we’ve been focussing intently on the graphs. In the next round of research, we need to be thinking more about the knowledge.
 Knowledge graphs give us the ability to represent unimaginable numbers of entities in the world and the relationships among them.
 It’s time to apply the same kind of principled thinking that has led us to the development of knowledge graphs to the construction of intelligent agents that can demonstrate, through their behaviors, what our graphs really know. 
 RV Guha  Title: DataCommons
Slides
Publicly available data from open sources are a vital resource for students and researchers in a variety of disciplines. Unfortunately, processing these datasets to make them useful --- scraping, cleaning, normalizing, joining --- is tedious, error prone and has to repeated by every group. DataCommons attempts to alleviate some of this pain by synthesizing a single Knowledge Graph from many different data sources. It links references to the same entities (such as cities, counties, organizations, etc.) across different datasets to nodes on the graph, so that users can access data about a particular entity aggregated from different sources. Like the Web, the DataCommons graph is open - any user can contribute data or build applications powered by the graph. We are jump-starting the graph with data from publicly available sources such as CDC, Census, BLS, FBI, etc. and are looking to engage with the academic community to take it further. 

Commonsense idea of KG



















Ending Thoughts

















Questions and discussion
Language models can generate ahead.
ML and NLP can capture commonsense and generalize beyond what is read.
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Key takeaways

e Knowledge Graph is a natural fit for many use cases.
e Knowledge Graph can be used to model logic (code), beyond data.
e Knowledge Graph can be automatically created/enriched via Al.

e Knowledge Graph makes Intuit products smarter with tangible customer
benefits: More Money, No Work and Complete Confidence.

Intuit has been leveraging and innovating on Knowledge
Graphs to bring tangible benefits to our customers!

infuit (€12020 Intuit Inc. Al rights reserved. 35




image117.png
Zoom Webinar - o x

p—
R  Answers |
—— Explanations (Why)

The Machine Learning Era Raw Data

Machine
Leaming

The Knowledge Graph Era Knowledge
Machine m
Courtesy: Dan McCreary IV Explanations (Why)

“Knowledge Graphs are at the core of the third era of computing were we use machine

learning to continuously enrich our shared knowledge’

(2020 it ne. Al ghts eserved. 3

00pM
seo20 B

&= 7z




image118.png
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Applications of Knowledge Graphs | May 2020
Use case I: Company Knowledge Graph

The types of questions we are trying to answer through the Company Knowledge Graph:

* Link traversal: “If Boeing goes into financial troubles, who are their vendors and suppliers? Which of them
are JPMC clients? Are any of them applying for a loan? How much percentage of their revenue comes from
Boeing?”

PageRank application: “Which startups have attracted the most influential investors?”

Weak link detection: “Which company is a weak link in the Airline industry supply chain? Is there a single
company that connects groups of companies in the supply chain?”

Graph embedding & Node similarity: “Which nodes are most similar to Okta?”
Link prediction: “Which companies might have relationships in the future?”

Community detection: “Which set of investors co-invest with a high degree?”

JPMORGAN CHASE & Co.
40:26 / 1:52:07
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Applications of Knowledge Graphs | May 2020

Lessons learned on building knowledge Systems

Knowledge is with the business / domain owners and not the data scientist / engineer — Need to build tools for

the domain expert (often non-technical staff) and not for the data engineer / scientists

Knowledge capture is an iterative process and not one time step

Need to come up with 1or 2 key metrics to optimize knowledge system performance

Building good interpretability and easy feedback is key to building trust

Good training data beats better models, reducing training data cost is key to success in the long run

JPMORGAN CHASE & Co.
55:41/1:52:07
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Knowledge Graph Embeddings
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Take-aways

* Practical knowledge graphs are incomplete and require automatic completion

» KG embeddings are effective approaches for recovering missing facts, but lack
interpretability

* Multi-hop KG inference is interpretable but less accurate

* Multi-hop KG inference with embedding-based reward shaping combines the
best of both approaches

* The method can potentially be extended to multi-hop reasoning over joint KG
and text to better support downstream Al systems
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“Data integration is the
problem of combining data
residing at different sources,
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Motivation for the Seminar

* Knowledge Graphs are being used in
* Web search
* Answering questions
* Data integration
* Knowledge Graphs are also target of output for
* NLP and computer vision algorithms
* ML algorithms more generally
* Knowledge Graphs are a topic of a major program from NSF
* https://www.nsf.gov/od/oia/convergence-

accelerator/Award%20Listings/track-a.isp

0:33/1:55:37
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Re|ated Work in Weak Supervision
 Distant Supervision: Mintz et. al. 2009, Alfonesca et. al. 2012, Takamatsu et. al. 2012,
Roth & Klakow 2013, Augenstein et. al. 2015, etc.

* Crowdsourcing: Dawid & Skene 1979, Karger et. al. 2011, Dalvi et. al. 2013, Ruvolo et.
al. 2013, Zhang et. al. 2014, Berend & Kontorovich 2014, etc.

* Co-Training: Blum & Mitchell 1998
* Noisy Learning: Bootkrajang et. al. 2012, Mnih & Hinton 2012, Xiao et. al. 2015, etc.
* Indirect Supervision: Clarke et. al. 2010, Guu et. Al. et. al. 2017, etc.

* Feature and Class-distribution Supervision: Zaidan & Eisner 2008, Druck et. al. 2009,
Liang et. al. 2009, Mann & McCallum 2010, etc.

* Boosting & Ensembling: Schapire & Freund, Platanios et. al. 2016, etc.

* Constraint-Based Supervision: Bilenko et. al. 2004, Koestinger et. al. 2012, Stewart &
Ermon 2017, etc.





image18.png
Knowledge Graph Seminar Session 2 (Sprina 2020)

Press to exit full screen

CS 520:

Programmi

High-level Application Interfaces  LFs Auto-Generated ICLR 19.
from User Behavior

Declarative Language  LFs Compiled from ACL 18
Natural Language

High-Level Language  LFs Built on

Advanced Primitives  NeurlPS17&18,

VLDB19

AssemblyLanguage LFs Coded Directly  ,arps16, VLDB18

J Machine Language . Individual Labels H

Gt WL





image19.png
CS520: Knowledge Graph Seminar Session 3 (Spring 2020) nl

What is Diffbot?

e VC-backed startup of 38 Al researchers, engineers and KG
enthusiasts

e Our mission is to: Build the World's first Comprehensive
map of Human Knowledge

e First startup in Stanford's StartX accelerator

e Backed by Andy Bechtolsheim, Sky Dayton and early
backers of SpaceX, Tesla, and Tencent

o Commercially operating since 2012. 400 customers
including Facebook, Amazon, NASDAQ, and Salesforce

e Profitable

Located 8 minutes from
campus at SRI
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How the Diffbot KG is built
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Seminar Outline
Knowledge Graph

* What is it?

* How do create it?

* How do we reason with it?

* How do we use it with modern Al algorithms?
* Where is the research?
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More Properties of Good KG Schema

A Knowledge Graph schema should be easily adaptable to new or changing
use-cases, reduce ambiguity, and be well documented.

e Easy to Adapt and Maintain F A R
indable ccessible Interoperable eusable

e Human Readable Documentation O % "

e Rigorous Definitions 4 o ’. . 4
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Modular Ontology Englneerlng (briefly)

A methodology for developing highly reusable knowledge graphs that emphasizes
a pattern-based approach using graphical representations and systematic
axiomatization [2,3,4].

e Use-case driven

e Assumes an “Empirical or Data Reality”
e Ontology Design Patterns

e Create Modules from Patterns

e Modules are the primary component

1] » ‘D 46:01/ 1:50:48 Scroll for details [cc K - JEH]
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Further Supporting Infrastructure

e OPLa Annotator
Quickly and easily add OPLa Annotations to your modules [12].
e ROWLTab
Create OWL axioms from existential rules [13].
e OntoSeer
Recommends vocabularies, classes, axioms, and ODPs to reuse [14].
e ODPReco ‘
Recommends ODPs based on description, CQ’s and axioms [15].
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Schema Diagrams

Informal, but intuitive, graphical representations depicting the relationships
between classes in an ontology [5].

e Yellow Boxes := The Key Notion
e Blue Boxes := “Hidden Complexity”

e Arrows := Properties / Relations

providesAgentRole

e Open Arrows := Subclass Relation

Schema Diagram for the “Agent Rote” ODP
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The Methodology

1. Define use case or scope of use cases.
Make competency questions while looking at possible data sources and
continue scoping the problem and use-case(s).

3. lIdentify key notions from the data and the use case and identify which pattern
should be used for each. Use “stubs” as necessary.

4. |Instantiate these key notions from the pattern templates, then adapt the result
as needed, to create modules. Develop the remaining modules from scratch.

5. Systematically add axioms for each module.

6. Assemble the modules and add axioms which involve several modules.

7. Reflect on all entity names and possibly improve them. Check module axioms
whether they are still appropriate after putting all modules together.

8._Create QWL files.
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Summary and Outlook

e Knowledge Graphs are composable

e Allow for inferencing

e Trillions of edges readily available

e Other data sources can be lifted to graphs
e Knowledge Graphs are easily editable

e Graph patterns as a query language

e KG provide explainability

e Standards for graphs and graph patterns

Google
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o Existential rules are able to express complex structures and create new objects

» These features can be exploited for both expressing ontological knowledge and
integrating data

A wide range of rule classes offer various expressivity/complexity tradeoffs
The framework has been extended in several ways:
« other rules: negative constraints and Equality Generating Dependencies

« existential rules extended to stratified negation and disjunctive heads

Efficient systems are available
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Conclusions

- PyMatcher: open-source on-prem EM platform (Python)
CloudMatcher: close-source cloud-based EM platform

Uses very expressive & powerful blocking and matching rules
Learns these rules from labeled data via active learning
Needs to combine ML, big data technologies, and effective user interaction

in GreenBay and in partnership with Informatica

New innovative system platforms, demonstrates how ML can be used effectively
Research Highlight in Communications of the ACM
Suggests similar system-centric solutions for other data cleaning and integration tasks
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Tasks in Microsoft Academic Graph

Tasks

Name disambiguation
Infer spam/fake papers
Infer paper/author research topics

Infer future scientific impact
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Infer future paper titie?
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Challenges

+ Model level: Current graph neural networks are not capable enough to capture
+ The graph heterogeneity
+ The graph dynamics

« Task level: Traditional tasks are not informative enough to model the graph
+ One-relation link inference
+ Multi-relation link inference

1.Ziniu Hu, Yuxiao Dong, Kuansan Wang, Yizhou Sun. Heterogeneous Graph Transformer. WWW 2020,

I » Scroll for details
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Challenges

Model level: Current graph neural networks are not capable enough to capture
The graph heterogeneity
The graph dynamics

Solution: Heterogeneous Graph Transformer

+ A model that can learn to capture complex dependencies of entities with different types,
relationships, and timestamps (without labeled data)

Task level: Traditional tasks are not informative enough to model the graph
+ One-relation link inference
* Multi-relation link inference

Solution: Event-driven Info-NCE Training

+ Alearning objective that can guide a single model to learn all the relationships
simultaneously.

1.Ziniu Hu, Yuxiao Dong, Kuansan Wang, Yizhou Sun. Heterogeneous Graph Transformer. WWW 2020.
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Summary

+ Heterogeneous Graph Transformer for Knowledge Graph Inference

« A model that can learn to capture complex dependencies of entities with
different types, relationships, and timestamps (without labeled data)

+ Pre-Training Strategies for Heterogeneous Graph Neural Networks

« Alearning objective that can guide a single model to learn all the
relationships simultaneously

+ The Microsoft Academic Graph is Open to Download at
«  https://docs.microsoft.com/e demic-sen

ning
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Knowledge Graph Management Systems

KGMS combine the power of rule-based reasoning with machine
learning over Big Data:

Misusing the lateralization thesis for illustration
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RULE KNOWLEDGE  MACH. LEARNING
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Vadalog: The Core Reasoning Language

Core Vadalog = full Datalog + restricted use of 3 + stratif. negation + |
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Why existential quantifiers in rule heads?

* Data exchange, data integration

¢ Data extraction

* Reasoning with RDF = Wikidata example
* Ontology querying (DL-Lite, EL, etc.)

* Automated product configuration

* Conceptual Modeling (e.g., UML)
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Crucial Question

We have a powerful language and system for reasoning with rules
Over ,Big Data” and can interact with machine learning.

But are there actually real problems that can be solved with a
reasonable number of rules?

Yes, there are many!, for example:
Banks: Fraud detection, [current project]
Banks: Creditworthiness
Logistics: Supply chain risks
Security companies: Detection of critical events
Fully automated Web data extraction: The DIADEM project
... and 10000 more.
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A random forest model detects respiratory
failure up to 48 hours before the event.
Faster than doctors and nurses

The model uses 46 complex variables,

a doctor in general looks at 3 to 4 variables.
« A mix of lab results, (real time) measurements, diagnostics, other
« Complex: give me largest difference between the value for SerumCalciumLevel and the
midpoint 9.5 in the range of 0 to 20 for the last 24 hours.
Greatly reduce unnecessary intubation with same clinical outcome

Saves many millions per year
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Data changes all the time
KGs are versatile, but changes might still be painful :

What to consider

ising the dat;
How complex/brittle is the ecosystem?

We can ease the pain through testing and automation
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Overview of the talk

= Two main questions
= Why do we need knowledge graphs (KGs) in NLP?
= How can we extract information from text and KGs to build better
representations for NLP?
= Three main blocks/systems
= COGITOO: An industrial NLP system based on KGs
= Vecsigrafo: Learning joint word and concept representations from text
corpora and KGs
= Transigrafo: Combining language models and KGs for word-sense
disambiguation
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The neural (data-driven) approach
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GPUs market Prediction

Language models Word embeddings

Pros
Grounded on the data
Broad, flexible, scalable
State of the Art in most NLP/NLU
benchmarks (QA, RTE, NLI, etc.)
Cons
Still a black box. Induction, not
logical explanation
Lack of true understanding of
real-world semantics and
pragmatics
Training corpora needs to be
carefully selected to prevent bias
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MODEL

Logical deduction
(explicable)

PROS CONS

Based on highly curated resources Representations can be rich and deep
but also rigid and brittle

Automation can be challenging

Well trained labor to manually
encode knowledge can be expensive

No need to train a model!
Logically interpretable, explainable

Graph structure is of direct benefit for NLP
tasks like word-sense disambiguation (WSD)

Tools available to support modeling
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COGITO

COGITO is Expert System’s NLP platform

Built on the Sensigrafo KG, which contains word
definitions, related concepts and linguistic information
Sensigrafo includes concepts, lemmas (canonical
representation of a word) and relations (properties,
hypernymy, polysemy, synonymy...)

300K concepts, 400K lemmas and 80 relation types,
which render 3 million links per language

COGITO covers the whole NLP/NLU pipeline, including
Word-Sense Disambiguation, NLI, IE, Categorization...

“Chancellor Merkel is making a last-ditch attempt to
persuade EU member states to back her coronavirus
deal as Tuesday's key meeting vote looms closer.”

Word: making, lemma: make, concept: en#73741
Meaning of back: part of a garment (en#13189), body part

Sentence splitting / parsing

Morphological analysis

Sentence / logical / grammatical analysis
rstand b is relate her wi vhat the
Semantics analysis / disambiguation
st tex k
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Vecsigrafo jointly learns word and concept embeddings in a shared vector space

Unlike knowledge graph embeddings, Vecsigrafo combines corpus-based and graph-based
approaches to build enriched word representations

Extends (*) the Swivel algorithm with both lexical and semantic entries as part of the
vocabulary

The corpus is lemmatized following different tokenization strategies, disambiguated and expanded
Word and semantic (KG lemma and concept) embeddings are then jointly learnt

Denaux R and Gomez-Perez JM. 2019. Vecsigrafo: Corpus-based Word-Concept Embeddings. CEXPERY
Semantic Web Journal (2019), 68-96. https://doi.org/10.3233/SW-190361 7

SYSTEM
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Co-evolution support & ciaiiipics

= Supported co-evolution tasks include

@ lemma/syncon cosim  comment
= Identifying KG modeling gaps 1 salvage value 092 lemma
= Suggesting merge of equivalent concepts = Sfipice )
3 replacement cost 0.72
= Detecting disambiguation errors 4 en#57338: replacement cost 072
= More examples available in backup slides S Tesiced price-se B0 61 %

precio de compra 0.48 ®

??  es#20836: cambio, valor comercial 0.23 J
“Financing” (EN-ES)
. - “PYME” (ESEN)
lemma/syncon cosim  comment

@
1 financing 0.96 lemma @ lemma/syncon cosim  comment
2 finance 0.85 lemma 1 esH92662: pequefia y mediana empresa PYME  0.99
3 funding 0.80 T 2 en#2739337:SME 081  synonym

3 sme 0.81 synonym
4 en#178501: adverb for financing  0.79

4 mediana empresa 079 narrower
5 en#75764: verb for fund, finance  0.76 5  est307734: mediana empresa 078 narrower

EXPERT

6 es#126922: noun financiacién, 0.75  synonym 13 SYSTEM
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Capturing relational knowledge from word embeddings

Can we set up a pipeline to evaluate how well pre-trained word
embeddings capture a set of relations?
Assume neural models are indeed very good at finding patterns in data

Use hand-crafted KGs as silver-standard to avoid having to create
custom/limited datasets

Focus on lexico-semantic relations

Use both lemmas and concepts to study effect of polysemy and
abstraction capabilities of embedding models

Denaux R, Gomez-Perez JM: Assessing the lexico-semantic relational knowledge captured by word and concept
embeddings. In Proceedin, the 10" International Conferenc= on Knowlecqe Capture, pp. 29-36. ACM (2019)
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Transigrafo demo for WS._

Precomputed TX Disambiguator Explorer
Sentance #91, token #1

Mamatched Sasmbigation

= g wplitiation’, i
- [

Based on cogito disambiguation

instead of a manually curated corpus

See this as: how much does Cogito

and BERT agree? rather than which

one is better at disambiguating

= Green is agreement, italics

disagreement

Model trained on 37K sentences from

the SemCor corpus, disambiguated

using Cogito 14.2

112 sentences from SemEval All

Limitations
= Biased training set

= Evidence limited to the senses in the
relatively small training set
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Developed using grant funding (NHLBI, PCORI, and ICTR) and Intel/Franz collaboration
Fully integrated with Epic, and hosted by MIT Data Center.

Go-Live January 2017 with Respiratory Failure and Mortality Prediction = Prevention
C: Sepsis, HF, Spinal Cord Compression (etc) all with associated ROI

Wide and multi-disciplinary spectrum of applications confirms a platform approach
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KGs and Transformers

The field of NLP has advanced substantially with the advent
of large-scale language models such as ELMo, ULMFit, and
particularly transformers like GPT, BERT and RoBERTa
Trained to perform various language prediction tasks such
as predicting a missing word or the next sentence

THE
TRANSFORMER

Large amounts of text used for training, e.g. BERT trained on
Wikipedia + the Google Book Corpus of 10,000 books

They can also be fine-tuned for other language prediction
tasks, such as question-answering, natural language
inference, paraphrasing, or named entity recognition
Transformers actually contain linguistic and word
knowledge. Are they the basis for the next-generation KGs?

How can transformers and KGs interplay, if possible at all?
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We’ve made fact-finding and distribution easy via search & Al

Al-driven insights

. Repor

- Bots

- Search & auto-analyze
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- Pervasive and contextual
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What makes ThoughtSpot different?

Simple

Fast and easy access Automated Performance at
to data for everyone data discovery Enterprise Scale
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Systems Challenges

+ Database: Answers within seconds from hundreds of billions of records
* Purely in-memory system
« Optimized JIT code for execution
« Custom optimizations for the application
* Horizontal Scale-out

+ Relational Search:
+ Build an indexing system that can maintain
billions of tokens across 100s of tables fresh
Search through these tokens within 2-5 millisecond
Provide ranked matches
Honor full, prefix, substring and approximate matches
Honor context constrains based on where in the sentence we are matching
Honor security constraints based on who can see what data
» Scalable compilation and auto-completion engine for arbitrary DSL without tokenization rules
+ Online learning system that learns from usage
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+ Online Bayesian model that learns « Directing exploration towards likely
ranking based on interesting hypothesis in a

User selections combinatorial explosion of possibilities

Table Join Graph Ranking Insights generated by

Data types exploration

Cardinality of each column « Statistical scoring

Semantic encoding of each » Feedback based scoring

column » Day-zero ranking configuration
Lack of input around how the system
is expected to behave
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SearchlQ: Smart Engine on top of Thoughtspot’s Relation Search

1 Q What are the hottest Adidas products

Translation Layer

Q top 10 products sorted by sales brand name= ‘Adidas’
13

25:39/1:56:48

SearchlQ

Translate End User Query
to Relational Search

Relational Search

Ensure trustworthy, 100%
accurate results on complex
data at scale
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Broad Advise on building Knowledge based Systems

Most simplést algorithms get you 70% of the way
Build a usable system gives you the ability of collect training data which is crucial

Shorten the time between idea->measurement maniacally

Focus on one or two metrics only

Build a system to measure the smallest delta in your metrics reliably
UX is probably more important than any algorithmic improvement

There is a big difference between experimental result and production improvement

34:33/1:56:48
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The KG provides radical simplification of the EDW schema:

we turn everything into an EVENT
Healthcare: everything that can happen to a patient is a time based (sub) event:

Check In, Check Out, Test, Diagnosis, Procedure, Medication administration,

Medication order, Sensor reading for vital signs, Invoice, Bill payment, Non-bill

payment, all insurance interactions.

Telecom: everything that happens with a telco user is a time based (sub) event:
telephone call, sms, whatsapp, web site visit, location record, crm call, bill pay,
non-bill pay ...

Even your demographic features are events (names, address, etc)

From thousands of tables to one event table (well, graph)
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Related Topics

Cascading Citation Expansion

* Chen, C., Song, M. (2019) Visualizing a Field of Research: A Methodology of
Systematic Scientometric Reviews. PLoS One 14 (10), e0223994.

Epistemic and Other Types of Uncertainties

* Chen, C., Song, M., Heo, G. E. (2018) A Scalable and Adaptive Method for
Finding Semantically Equivalent Cue Words of Uncertainty. Journal of
Informetrics 12 (1), 158-180.

* Chen, C., Song, M. (2017) Representing Scientific Knowledge: The Role of
Uncertainty. Springer.
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“Explanations...express answer to not just any questions but to

questions that present the kind of intellectual difficulty...”

~Sylvain Bromberger, On What We Know We Don’t Know
»

tanations
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Explainability != Interpretability

Interpretability describes the internals of a system that is understandable
to humans.

Completeness describes operation in an accurate way.

An explanation needs both.

Scroll for details
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Examples of Explained

Network Dissection:
Quantifying Interpretability of Deep Visual Representations

David Bau: Bolei Zhou! Aditya Khosla, Aude Oliva, and Antonio Torralba
CSAIL, MIT
{davidbau, bzhou, khosla, oliva, torralba}@csail.mit.edu

0

Interpretability Beyond Feature Attribution:
Quantitative Testing with Concept Activation Vectors (TCAV)

Been Kim Martin Wattenberg Justin Gilmer Carrie Cai James Wexler
Fernanda Viegas  Rory Sayres
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D.Bau, B. Zhou,A. Khosla,A. Oliva, and A Torralba, "Network dissection
Quantifying interpretability of deep visual representations,” in
,2017.
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I I
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Kim, Been, et al. "Tcav: Relative concept importance testing with linear
concept activation vectors.” arXiv preprint arXiv:| 71 1.11279 (2017).
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Examples that Produce Explanatio

The activity is
A: Mountain Biking A: Road Biking

Multimodal Explanations: Justifying Decisions and Pointing to the Evidence

Dong Huk Park’, Lisa Anne Hendricks', Zeynep Akata®*, Anna Rohrbach'

Bernt Schiele?, Trevor Darrell’, and Marcus Rohrbach*

EECS, UC Berkeley, “University of Amsterdam, *MPI for Informatics, ‘Facebook Al Research

because he is riding a because he is wearing a
bicycle down a mountain  cycling uniform and riding
path in a mountainous area. a bicycle down the road.

Park, Dong Huk, et al. "Multimodal Explanations:
Justifying Decisions and Pointing to the Evidence."

2018,

(1Lt Gipin. Expl e ftures for robust aut The best option is to veer and slow down.
.H. Gilpin. Explaining possible futures for robust autonomous - & The vehicle is traveling too fast to sudden
decision-making. Proceedings of the AAAI Fall Symposium on Anticipatory . mzvih: 3:‘7;3;25 iom:;n:ﬂ:’m tﬂy

Thinking, 2019. the lidar system h ded nabl
2] L.H. Gilpin et al. Anomaly Detection Through Explanations. Under € licar Systemn has proviced a reasofnauie
and strong claim to avoid the object moving

Review.
across the street.
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But How Can Explanations Help?

Explaining Explanations: An Approach to
Evaluating Interpretability of Machine Learning

Leilani H. Gilpin, David Bau, Ben Z. Yuan, Ayesha Bajwa, Michael Specter and Lalana Kagal
oratory

{1gilpin, davidbau, bzy, abajwa, specter, Ikagal} @ mit.edu

» Ex-post-facto * Dynamic
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Explanatory Anomaly Detection

Adaptable self-explaining architectures

1. Hierarchy of overlapping self-
explaining committees.

. Continuous interaction and
communication.

Reconcile inconsistencies between . When failure occurs, a story can
explanations. be made, combining the

member’s explanations.

[1] L.H. Gilpin. Explaining possible futures for robust autonomous decision-making. Proceedings of the AAAI Fall
Symposium on Anticipatory Thinking, 2019.
[2] L.H. Gilpin et al. Anomaly Detection Through Explanations. Under Review.
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Contributions an! !uture Work

« A taxonomy and best practices for explanations via completeness and interpretability

* What [part or parts] is being explain?
* Future directions
* How can a network explain itself?
* How to incorporate explainable methods?
« Is there a provable trade-off between completeness and interpretability?
« What explanations are best suited for policy?

« See our follow-up paper: “Explaining explanations to society”
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https://neo4j.com/graphconnect-2018/session-topics/?topic=Knowledge%20Graphs
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Query: Who loves this person named Ann?

SPARQL Cypher

prefix ms: <http://myschma.me/> MATCH (who)-[:LOVES]->(a:Person)
prefix rdf: <http://wwwl...]J#> WHERE a.name CONTAINS ‘Ann’

RETURN who
SELECT ?who

?a rdf:type ms:Person .

?a ms:name ?asName .
FILTER regex(?asName,’Ann’)
?who ms:likes ?a .

}

) 17:49/1:53:16 Scrolf for details

v




image85.png
1SO GQL: A New

Graph Query Language
(GQL) for Property Graphs | ~—-commc
GQL
 First International Standard Early Working Draft
Database Languages project V2.2

since SQL in 1987

Successful ballot Sept 2019

7 countries volunteer experts
to define language

Cypher query language
(openCypher) a major input

Il » o) 1902/1:5316




image86.png
Strong Synergy between Graphs and

Machine Learning & Al

Al research papers
focused on graphs

Better Decisions with
Knowledge Graphs for Al
O'Reilly Graph Algorithms: =
+50K Download )
Graph @)
Algorithms X -
f Higher ML Accuracy with

Graph Feature
Engineering

19:44/1:53:16

CATERPILLAR

Astrazeneca  meredith

DZD
German Center for
Diabetes Research

oo
®neo
QNeos)





