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Who has the world’s largest photo DB?

— How do we make $$$ out of this?

Who has the world’s largest video DB?
— How do we make $$$ out of this?

Who has the world’s largest shopping DB?

— How do we make $$$ out of this?

Who has the world’s personal DB?
— How do we make $$$ out of this?

Sung Kyu Lim, Georgia Tech (2019)
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Human Brain
10/96

* Amazing structure
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Sung Kyu Lim, Georgia Tech (2019)



Deep Neural Network

* DNN simply has more hidden layers than ANN
— More weights to tune
— Becomes more powerful

Simple Neural Network Deep Learning Neural Network

\ P

@ nput Layer () Hidden Layer

@ Output Layer

Sung Kyu Lim, Georgia Tech (2019)
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[

McCulloch & Pitts
math model

Hinton
DNN, back propagation

Rosenblatt
computer simulation

Sung Kyu Lim, Georgia Tech (2019)
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Yann LeCun’s Job @ Facebook

: 9 Write a comment @ @
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GiE

1 I 1 ; > UPLIFT Desk

- upliftdesk.com
5495 Full Desk (not a converter). Entire desktop
rises with you. Free shipping!

Starting at $293.99 Starting at $582.79 English (US) - +=20{ - Tidng Viat +
Shop Now Bahasa Indonesia - Espariol
Maitland Console Table Flex Pro Series Adjustable Stanc
¥ Privacy - Terms - Advertising - Ad Choices[>
o Like () Comment £ Share Ciikics M

Facebook © 2018

J:/ 1R
4 Suggested Post, Banner Ads
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Image Recognition

 Crucial in many ML applications

Sung Kyu Lim, Georgia Tech (2019)




« What is Convolution?
—~ FSORYE EN featureS2 FEI17]
%t WS LAWY 4 convolution=
A8
« Why CNN?
— Yann LeCun (1998)
— O[O[X] QIAIoA MLP (Multi-Layer
Perceptron)E A& M MLP=
D= US| YX|Q} FUgio] AU
T=2 TS A3
— O] o]49] fully-connected neural
networkE /g9 =™ model 3717}
AU X = 57T 88
— O[9]| 43t A O = EPESE JO] CNN

Sung Kyu Lim, Georgia Tech (2019)




CNN Deep Learning

« Feature Extraction

— Key idea to manage complexity while maintaining accuracy
— Features are extracted via CONV:RELU:POOL

pooled Fully-connected 1

feature maps pooled  featuremaps featyre maps

feature maps
r plylx)

yb

I r @
O
| &)
@
\
: O
(Y Outputs
Input Convolutional Pooling 1 Convolutional  pooling2
layer 1 layer 2

Sung Kyu Lim, Georgia Tech (2019) s



CNN Deep Learning Example

24/96

* Hugely popular in image recognition

RELU RELU RELU RELU RELU RELU
CONV lCONVl CONVlCONVl CONVlCONVi

RN

car

truck

aitplane

ship

horse
| |

E
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Sung Kyu Lim, Georgia Tech (2019)



Convolution Example

 Obijective: to extract features from the input data

input image filter window filter

‘Iillillll

window filter convolution

Sung Kyu Lim, Georgia Tech (2019) B



Pooling

 objective
— reduce the feature
map dimension and

keep the important
information

— types: max, average,
sum, etc.

Sung Kyu Lim, Georgia Tech (2019)

Max(1,1,5,6)=6
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Rectified Feature Map

e 2 | 4
( / max po_ol with 2x2 filters 6 8
\5‘"’6/ 7| 8 and stride 2 i
3 | 2 I 3|4
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Image Description (not Recognition)

» Describe a given image using a sentence
— Harder than image recognition/classification
— Competition is ongoing and fierce among researchers

“hll . I, -
\ d ; ol * - £ 4 £ - A
- P oL —

man in black shirt is a young boy is holding two young girls are
playing guitar. a baseball bat. playing with lego toy.

Sung Kyu Lim, Georgia Tech (2019) s



RNN Applications
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1.31 dog

0.31 plays
0.45 catch
-0.02 with
0.25 white
1.62 ball
-0.10 near
-0.07 wooden

0.22 fence

woman, crowd, cat,
camera, holding, purple

; rate , Awoman holding a camera in a crowd.
sentences U
A woman holding a cat. J

#1 A woman holding a

sentences 1 camera in a crowd.

A purple camera with a woman. ]

Sung Kyu Lim, Georgia Tech (2019)



Simple Image Search

Go g|e baby Go gle baseball bat

M Images  Videos ~ Maps  News  More Al Images  News  Videos  Maps More
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Sung Kyu Lim, Georgia Tech (2019) s



Complex Image Search

GO gle newborn baby holding baseball bat B & Q

All Images Videos News More Settings Tools

g, o~ -3 ".! SN ‘
S £ % o] ; ek :

Sung Kyu Lim, Georgia Tech (2019)



Recurrent Neural Network (RNN)

« What is RNN?
— Hochreiter & Schmidhuber (1997)

— A class of ANN where connections
between units form a directed cycle.

— This allows it to exhibit dynamic
temporal behavior

Recurrent Neural Network

—
O Ot Ot O+

+ Why RNN? - L L.

— Unlike feedforward neural networks,

RNNs can use their internal memory to @ |
Unfold (18) > @ iy @ "

process arbitrary sequences of inputs

— Applicable to tasks such as translation,
speech recognition, etc

Xt ~ Xt Xt Xt+1 |
(&) :
Sung Kyu Lim, Georgia Tech (2019) s
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https://www.youtube.com/channel/
UCVvX15F7CzUMgf8P7sHtWATA




lan Goodfellow: Inventor of GAN

lan J. Goodfellow, Jean Poug
Abadie, Mehdi Mirza, Bing Xu,
David Warde-Farley, Sherjil
Ozair, Aaron Courville, and
Yoshua Bengio

“Generative Adversarial Net

Int. Conf. on Neural Informa
Processing Systems, 2014.

Sung Kyu Lim, Georgia Tech (2020)




Main Idea

« Two neural networks contest with each other in a game
— Generator generates fake data, hoping to fool discriminator
— Discriminator evaluates them for authenticity

D: Detective

R: Real Data G: Generator (Forger) I: Input for Generator

Sung Kyu Lim, Georgia Tech (2020)




GAN Training

* In case we deal with image data:
— The generator takes in a random vector and returns a fake image.

— This fake image and the real dataset are fed to the discriminator.

— The discriminator picks one real image and the fake image and returns
probabilities, a number between 0 (fake) and 1 (real).

E—) Discriminator Network ‘ Predicted Labels
D-dimensional

1

noise vector

- Generator Network

Sung Kyu Lim, Georgia Tech (2020)




These Are Fake Photos by GAN

38/96

Sung Kyu Lim, Georgia Tech (2020)



GAN Can Do Others, Too

39/96

Sung Kyu Lim, Georgia Tech (2020)



Text-to-lmage Translation with GAN e

The small bird has a red head with feathers that fade from red to gray from head to tail

Stage-1
Images

Stage-I1
images

Stage-|
images

Stage-II
images

Sung Kyu Lim, Georgia Tech (2020)



GAN Can Cross Domains

Monet 7_ Photos Summer T Winter

photo —>Monet winter —» summer

Sung Kyu Lim, Georgia Tech (2019)




Face Aging Prediction

Input Ours Ground truth Ground truth
m m
3140
Slnﬁﬂ
A hg
3140

“ M
19 6~10

Sung Kyu Lim, Georgia Tech (2020)
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Next? Yup, Videos
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Autoencoder




Anomaly Detection

* Definition
— Identification of rare items, events or observations
— They raise suspicions by differing significantly from the majority of the data
— Typically the anomalous items will translate to some kind of problem

— Can you think of killer apps?

A\
ANOMALY
4

VALVE

TIME

Sung Kyu Lim, Georgia Tech (2019)



Video Analytics with ML

t  Pixel Blocks —_—
Frames ——> | (Horizontal Axis)

60 120 180

Sung Kyu Lim, Georgia Tech (2019)




Applications in Medical Imaging

Sung Kyu Lim, Georgia Tech (2019)



How Fast Is Credit Card Fraud Detection?

MILLISECENDS
2 00 HELICOPTER
MILLISECONDS ROTOR ROTATION ==
GODGLE SEARCH MILLISECO DS
AIRBAG INFLATION

MILLISECONDS

BLINK OF AN EYE

REAL-TIME ANALYSIS
OF FRAUD RISK

Sung Kyu Lim, Georgia Tech (2019)




Credit Card Fraud Detection DB

 Offered by Kaggle
— September 2013 by European cardholders
— Transactions occurred in two days
— 492 frauds out of 284,807 transactions
— Highly unbalanced, the positive class (frauds) account for 0.172%
— Due to confidentiality issues, details for 28 features are hidden

™ Nl

Sung Kyu Lim, Georgia Tech (2019)



Unsupervised Learning

* No labels in the database, but it learns by itself!

UNSUPERVISED MACKINE LEARNING — SUPERVISED MACRINE LEARNING

Sung Kyu Lim, Georgia Tech (2019)



Autoencoder

 Hidden layer is smaller

For dimensionality reduction

Divided in to encoder (first
half) and decoder (second
half)

Useful in feature extraction
(encoder)

Useful in data reconstruction
(decoder)

Killer apps in image
processing

Word imbedding uses AE!

Sung Kyu Lim, Georgia Tech (2019)
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Semantic Segmentation

«  Smart compute vision application
— Label each pixel with a corresponding class of what is being represented
— Commonly referred to as dense prediction.

Ferson
Bicycle
Background

Sung Kyu Lim, Georgia Tech (2019)




Application in Autonomous Vehicle

54/96

* Needs to be done really fast and accurately!
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Sung Kyu Lim, Georgia Tech (2019)



Liver Segmentation

Right lobe Left lobe

Left (part of) liver

. ______________________________________|
Left Left
medial lateral

section section

Right (part of) liver

Right
anterior
section

Umbilical fissure
(Falciform ligament)

Cantlie's line

Anterior view

Sung Kyu Lim, Georgia Tech (2019)

Left lobe Right lobe

Right (part of) liver

Left (part of) liver

Left Left Right
lateral m’e'd_ia'I ' anterior
section section section

Umbilical fissure
(Falciform ligament)

line

Posterior view

Cantlie's



CT and MRI-based Imaging

left
Hep vein

Right _
’ Hep vein

ivu

Sung Kyu Lim, Georgia Tech (2019)




Unet: U-shaped CNN Autoencoder

1 64 B4
Contractingpath| Expansive path Ak B
input . - -
i output
image . . £~ ’
Eﬁe T i * segmentation
8 | map
W UR WD

== conv 3x3, RelLU
= copy and crop
§ max pool 2x2
4 up-conv 2x2
= CONY 1x1

Sung Kyu Lim, Georgia Tech (2019) B
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Amazon
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Sung Kyu Lim, Georgia Tech (2019)



ome Hate Amazon...

AMAZON

For every $10 million in sales made in North
American, Amazon employs just 19 people.

REEERERRSS
LTI TITL

LOCAL
BUSINESS

BEFORE YOU CLICK — WHY YOUR GHOICE MATTERS

JOBS

In contrast, independent retailers create
47 jobs for every $10 million in sales.

L NETY Y 1)
. "B rF K

LTI T T
LTI TYY Y

PERERERERS
FEEseEs

Amazon creates less than half as many jobs as local brick-and-mortar stores do.
This means the more Amazon grows and crowds out other

businesses, the fewer jobs available.

Sung Kyu Lim, Georgia Tech (2019)

LOCAL ECONOMY

Locally owned businesses are by definition
headquartered in their community, and they
have a proven record of growing the local
economy. Studies have found that as local
retailers add employees and create local
supply chains (by buying goods and services
locally), they channel about half of every
dollar in sales back into the area.

Headquartered in Seattle, Amazon spends
next to nothing in the communities where
most of its customers live. It doesn’t need
local printers, designers, lawyers, or
bankers. Except for a small amount the
company pays to delivery drivers and third-
party sellers, all of the money that people
spend at Amazon leaves their local economy.

While ;

spending their revenue at a wide variety of other businesses in the community,

, leaving little behind.

oo
{ |\|@

Local retailers occupy valuable storefront
locations and pay substantial property
taxes. They also collect sales taxes in
every community that levies them.

In most communities. Amazon has no
facilities and therefore pays no property
taxes. In nearly half the states, it does not
collect state and local sales taxes.

Property and sales taxes are the main source of funds for our schools and public
senvices. |f local businesses are squeezed out by Amazon,
households will have to shoulder a higher tax burden.

COMMUNITY

Amazon isn’t involved in the communities
where the majority of its customers live.
It doesn't give to local charities or help

solve local problems in these places.

It contributes nothing to the vitality of our

streets and neighborhoods.

How we choose to direct

Most small businesses are deeply engaged in
their communities, giving almost twice as
much to local causes as big businesses.
Studies show that places with vibrant local
businesses have livelier streets, stronger
social networks, and more active citizens.

— and how interesting, special, and healthy it will be.




Amazon’s New Cash Cow

Competitive Positioning of Players in the Cloud

AWS Microsoft
33% 10%

I
amazon

webservices

IBM
8%
Cloud .
Computing
Worldwide
Market Share

First Quarter 2017

Alibaba

3% Oracle Goc:gle

Market R{-‘,lalislzla Source: Synergy Research

Sung Kyu Lim, Georgia Tech (2019)



Amazon Stock

MARKETS 4 CHART OF THE DAY

VALUE OF $1,000 INVESTED IN AMAZON

Value of 51,000 invested at the closing price on May 15, 1997
$500,000

M 500X in 22 years!!!

$400,000

$350,000
$300,000
$250,000
$200,000
$150,000
$100,000

$50,000

$0
8M5M97 5M15/M9 5M15/01 §/15/03 51505 51507 51509 51511 51513 51515 51517

SOURCE: Yahoo Finance. Prices adjusted for splits and dividends BUSINESS INSIDER

Sung Kyu Lim, Georgia Tech (2019) s



Amazon Stock Price Database

« 4,529 daily stock price info
— From 11/21/2000 to 11/21/2018

« Columns
— Date: Daily Date
— Open: Opening price of day
— High: High price of day
— Low: Low price of day . 4.6 605 et 15, 211,108 20T
— Close: Closing price of day 20 s2o7 TR I TN
— Adj Close: Adjusted close | : 3

Sung Kyu Lim, Georgia Tech (2019)



1. stock-price.py (1/13)

# import packages

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

from keras.models import Sequential

from keras.layers import LSTM, Activation, Dense

# global constants and hyper-parameters
TIME_STEP = 3

MY_NUM_NEURON = 256

MY_CUTOFF = 0.7

MY_EPOCH = 10

MY_BATCH = 64

Sung Kyu Lim, Georgia Tech (2019)




1. stock-price.py (4/13)

# display the logarithm of returns

change = raw_DB.pct_change()

log return = np.log(1l + change)

print('\n== LOG-RETURN OF THE LAST 10 DAYS =='
print(log _return.tail(10))

plt.show()

# scaling with z-score: z = (x - u) / s
from sklearn.preprocessing import MinMaxScaler
scaler = MinMaxScaler()

scaled DB = scaler. 'Fit_t ransfo FM(raw_DB)

Sung Kyu Lim, Georgia Tech (2019)




fit _transform()
67/96

# conducts data centering
from sklearn.preprocessing import MinMaxScaler
scaler = MinMaxScaler()

# we must use 2D array

my_array = [[1], [2], [3], [6]]

X = scaler.fit_transform(my_array)
print(x)

# converts scaled data back to original
y = scaler.inverse_transform(x)

print(y)

Sung Kyu Lim, Georgia Tech (2019)




1. stock-price.py (10/13)

# model training and saving

model.compile(loss = 'mse', optimizer = "adam’ ,

metrics = ['accuracy’])

model.fit(X_train, Y_train, epochs = MY_EPOCH,
batch_size = MY_BATCH, verbose = 1)

model.save('chapl.h5")

Sung Kyu Lim, Georgia Tech (2019)




Adam Optimizer

« Adam: Adaptive moment estimation
— Keeps separate learning rates for each weight
— Exponentially decay average of previous gradients
— Fairly memory efficient since it doesn’t keep a history of anything
— Work well for both sparse matrices and noisy data
— Seems promising for the stock market data.

— Works well with little tuning of hyperparameters '
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Sung Kyu Lim, Georgia Tech (2019)



Exercise Questions 0j0s

« Q1: Examine the chap1.h5 file.

« Q2: Try other company stock data (GE, Microsoft, Apple, Google).
« Q3: Try sigmoid activation. What is the impact?

* Q4: Tune the MY_NUM_NEURON parameter. What is the impact?

* Q5: Tune the TIME_STEP parameter. What is the impact?

Sung Kyu Lim, Georgia Tech (2019)







Iris Classification

 Perhaps the best-known example in the field of machine learning
— The aim is to classify iris flowers among three species
— From measurements of length and width of sepals and petals

iris setosa iris versicolor iris virginica

petal sepal petal sepal petal sepal

Sung Kyu Lim, Georgia Tech (2020)




UCl Iris Flower Dataset

Q Search Competitions Datasets Notebooks Discussion Courses eee

Dataset

Iris Flower Dataset
Iris flower data set used for multi-class classification.

o
k% MathNerd « updated 2 years ago (Version 1)

Data Tasks Kernels(68) Discussion Activity Metadata Download (5 KB) New Notebook H

« 150 data with 5 features
— Petal Length, Petal Width, Sepal Length, Sepal width and Class (Species)

« Goal is to predict class given the 4 dimensions
— Classical classification problem

Sung Kyu Lim, Georgia Tech (2020)



Overview of the Model

Q
T}

EH
R 1|

@ K-Means Clustering AT

v v

@ Train Clustering Model
L

v

Select Columns in Dataset

Shn v

H
“win

iris.csv

Edit Metadata v
®
v
Split Data v @ Multiclass Logistic Regression +/
[ ] ®

v Train Model v
? @]
@ Assign Data to Clusters v Score Model v
@ L
v v
Select Columns in Dataset v Evaluate Model v

Sung Kyu Lim, Georgia Tech (2020)




Azure ML Design Flow

75/96

* 4 major steps
— Data acquisition > Data preparation > Model training and evaluation > web
deployment

Azure Machine Learning Service

Data -> Predictive model -> Operational web APl in minutes

BE| Clients

- ——
b
=
ML STUDIO

Model is now a web I Il .'4
il Y40

service that is callable

Blobs and Tables I

. Integrated development environment
Hadoop (HDInsight) for Machine Leaming

Relational DB (Azure SQL DB)

B —

Monetize the APl through
our marketplace

Sung Kyu Lim, Georgia Tech (2020)



Data Acquisition

 Search for My Datasets menu
in the search window.

iris ¥ iris.csv » dataset
rows columns
« Drag and drop iris.csv module | ™° °
onto the canvas on the right. oo B B e
o ||I|I|II|I .|“|III.. || .IIIII- ||_|||-II| III
* Right click iris.csv module F R
and select dataset > visualize. 47 32 13 02 lris-setosa
Examine the dataset stats. 46 31 15 02 lIrissetosa
5 3.6 1.4 0.2 Iris-setosa
54 3.9 1.7 0.4 Iris-setosa
46 3.4 1.4 0.3 Iris-setosa
5 3.4 15 0.2 Iris-setosa
4.4 29 1.4 0.2 Iris-setosa

Sung Kyu Lim, Georgia Tech (2020) s



Model Training and Evaluation

* Click K-Means Clustering module. Properties  Project

4 K-Means Clustering

Create trainer mode

« Change the number of centroids to 3. Single Parameter v
Number of Centroids
3
* Leave other options as default. e
K-Means++ v

Random number seed

Metric

Euclidean v

Iterations

200

Assign Label Mode

Ignore label column v

Sung Kyu Lim, Georgia Tech (2020) s




Model Training and Evaluation

 Right click Train ris > Train Clustering Model » Results dataset
Clustering Model
module and
visualize the result.

Principal Component 2

-6 -4 -2 0 2 4 6 8

Principal Component 1

Sung Kyu Lim, Georgia Tech (2020) B



Model Training and Evaluation

* Run the experiment.

. Right CIiCk Sele(:t CO|UmI‘IS in iris » Select Columns in Dataset » Results dataset
Dataset module and visualize the e
reSUIt. label Assignments
PR 1T I
Iris-virginica
Iris-setosa

[ris-setosa

Iris-versicolor

[ris-setosa
[ris-setosa
[ris-setosa

Iris-virginica

2
1
1
0
Iris-versicolor 0
1
1
1
2
0

Iris-versicolor

Sung Kyu Lim, Georgia Tech (2020) s




Model Training and Evaluation

* Right click Evaluate Model module to visualize the resulit.

. 4 Confusion Matrix
4 Metrics
Overall accuracy Predicted Class
Average accuracy ) ) )
%“\5‘ %“;, %“;,‘
. & ",

Micro-averaged precision
Macro-averaged precision

Micro-averaged recall

Iris-set...

[ e T e . |

Macro-averaged recall

Iris-ver...

Actual Class

Iris-vir...

Sung Kyu Lim, Georgia Tech (2020)



Web Deployment

« Click SET UP WEB
SERVICE button on the
bottom and select
Predictive Web Service

menu.
&

SET UP WEB
SERVICE

* Newly built model is
shown.

Sung Kyu Lim, Georgia Tech (2020)

Web service input

iﬁ iris.csv
il
v
EHHII Edit Metadata v
&
ﬁ iris [trained model]
®
\ |
Assign Data to Clusters v
)

Web service output




Web Deployment

* Run the experiment.

« Click DEPLOY WEB SERVICE bottom on
the bottom.

o

DEPLOY WEB
SERVICE

 Click Test-preview button.

Default Endpoint

API| HELP PAGE TEST APPS
review -

REQUEST/RESPONSE Test Test P B Excel |

BATCH EXECUTION Test preview fj Excel

Sung Kyu Lim, Georgia Tech (2020)




Homework

1. Use Edit Metadata module to drop F4 column while running K-
means clustering. What is the impact?

2. Replace Multiclass Logistic Regression module with Multiclass
Neural Network module. Which one performs better?

3. Replace Multiclass Logistic Regression module with Multiclass
Decision Forest module. Which one performs better?

4. Use Select Columns in Dataset module to drop F4 column while
running multi-class logistic regression. What is the impact?

5. Try changing the split ratio and see the impact.
6. What happens if we do not randomize the split process?

Sung Kyu Lim, Georgia Tech (2020)
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Clock Routing In Digital Circuit
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« Make electrical connects to all sequential elements in the circuit

sequential elements (red) clock tree (green)

Sung Kyu Lim, Georgia Tech (2020)



Two Clock Trees

 Setting is VERY important and requires years of experience

feature | value feature | value

Target skew 0.13ns Target skew 0.08ns
Max fanout 195 Max fanout 175
Max cap (trunk) 0.04pF Max cap (trunk) 0.03pF
Max cap (leaf) 0.10pF Max cap (leaf) 0.07pF
Target slew (trunk) 0.23ns Target slew (trunk) 0.21ns
Target latency 0.4ns Target Iatency 0.2ns
eGR metal usage 1,2,3,4 eGR metal usage 1,2,3
Cell density 0.6 Cell density 0.7
tree 1 settings tree 2 settings

Sung Kyu Lim, Georgia Tech (2020) s



Very Difference Outcome

Quality is very different

|‘.'\“"" ‘I" ;
e

|

Sung Kyu Lim, Georgia Tech (2020)
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ML-based CTS Prediction

s ey prediction:
) e Tl LS5 I
S Ead S how do | buid
zi ﬁlg"r Tt the best CLK?
clock tree DB placement (FF in red)
REAL
skew,
WL...
CTS
arameters
better CTS than human & P used
commercial auto-setting

Sung Kyu Lim, Georgia Tech (2020)




Our GAN-based Flow

random

Generator .
noise

Flip Flop generated real
. CTS inputs CTS inputs

5 %

Clock Net

Regression

Discriminator
model

v
CTS outcome fake/real
prediction decision

success/fail
decision

Routing



Our DB: 3000 Placements from 7 Ckts
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3000 Clock Net from 7 Ckts

Our DB
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Our DB: 3000 Global Routing from 7 Ckts
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Why Images?

 Extremely useful
— In handling UNS€€N netlist

Concatenate Layer

g FC 1(512 neurons)

ResNet-50 ll ResNet-50 ll ResNet-50

FC 2 (256 neurons)
FC 3 (64 neurons)

FC 4 (1 neuron)
SR o

CIo Estimated Power

Trial Routing Flip Flops

Original Image Vectors

-

AR

-
{«
-« ® Py

2 6 1 2
Extracted Feature Vectors
[

AES
ARM
AVC
ECG
JPEG
LDPC
TATE




GAN-Generated Data

 Our generator hecame very smart

e Random Generated
GAN-CTS Generated
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Gan-Optimized Clock Tree
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Conclusions
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— CNN, RNN GAN, Autoencoder, Unet
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